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**Abstract**

Artificial Intelligence constitutes one of the most fundamental pillars for the implantation of the EU Digital Agenda. Its impact both in private and public life is omnipresent. AI has become an inherent part of the political life since politicians use it for several reasons, such as to promote their strategy as well as to achieve better and closer communication with people. All this is based on the existing set of legal rules. However, there are significant issues, both ethical and legal, which pose a wide range of concerns: from the protection of fundamental rights and freedoms to the safeguard of the principle of rule of law. The core question is the following: does AI strengthen democracy or lead to its deterioration? This paper aims at demonstrating the implementation of AI in politics. Firstly, there will be pursued, via a juridical methodology, a description of the regulatory framework governing AI, in connection with justice and democracy. Following a critical approach, there will be an analysis of principal ethical and legal concerns regarding the necessity and/or efficiency of use of AI in political life. Finally, the ultimate goal of the paper is to stimulate critical thinking and suggest fruitful proposals for the safeguard of the democracy and the establishment of a trustful and powerful digital environment.
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1. **Introduction**

Artificial Intelligence (AI) constitutes one of the most fundamental pillars for the implantation of the EU Digital Agenda. As it is explicitly declared by the EU leaders building a trustworthy and powerful AI is of primary interest. The concept of the term has received several interpretations since it applies in various areas, such as legal, economic and technological. Thus, according to the computer scientist Nils John Nilsson it corresponds to a technology that “functions...”
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appropriately and with foresight in its environment”⁴. The English Oxford Living Dictionary provides the following definition: “The theory and development of computer systems able to perform tasks normally requiring human intelligence, such as visual perception, speech recognition, decision-making, and translation between languages”. The Encyclopedia Britannica states, “artificial intelligence (AI), the ability of a digital computer or computer-controlled robot to perform tasks commonly associated with intelligent beings”. Based upon the aforementioned interpretations and a holistic approach, the High-Level Expert Group on Artificial Intelligence (AI HLEG) of the European Commission (EC) defined AI as “Systems that display intelligent behaviour by analysing their environment and taking actions – with some degree of autonomy – to achieve specific goals”⁵. Therefore, it can be conducted by the above definitions that the key term is “intelligence” which is attributed from human to machines⁶.

Living in the digital era, especially after the pandemic which brought an explosion of digitalization, the impact of AI both in private and public life is omnipresent⁷. AI tools are used for purposes of better communication between citizen and public administration, in educational area AI applications are used for the implementation of the educational process helping children in numerical acts. In the field of environment and climate, AI applications are used to predict extreme weather conditions and weather events, as well as to understand the causes of climate change⁸. Since AI constitutes one of the fundamental pillars of the EU Digital Agenda, EU member states have to adopt their own AI policies.

In terms of politics, the deployment of AI in this field is either directly or indirectly connected with the exercise of fundamental rights, such as those to access to justice, freedom of expression and security⁹. Thus, its impact demands a thorough and critical analysis. Especially in political area the impact of artificial intelligence is huge and of primary interest since it is strongly used from politics through their strategy. Indicatively, there are provided the following illustrative
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cases: in Denmark there has born a new political party in Denmark, named Synthetic Party which is led by an artificial intelligence responsible for the development of its political program. The party is eyeing a seat in parliament, even though it didn’t manage to take part in the country’s general election in November 2022.

The party was founded in May 2022 by the art collective Computer Lars and the non-profit art-technology organization MindFuture Foundation. The public face and leader of the Synthetic Party is the artificial intelligence chatbot Leader Lars, who has been programmed for the politics of Danish fringe parties since 1970 and is designed to represent the values of the 20% of Danes who do not participate in elections. Leader Lars was not be included on the ballot, but the human members of the Synthetic Party are committed to implementing their platform created by artificial intelligence. The Synthetic Party’s mission is certainly dedicated to raising awareness about the role of AI in human life and how governments can hold AI accountable for bias and other societal impacts10.

Moreover, the Danish prime minister, Mette Frederiksen, recently used ChatGPT to help write a part of her speech in parliament. She wanted to highlight both the groundbreaking aspects and the potential risks of artificial intelligence11. As she declared officially “what I have just read here is not from me. Or any other human for that matter... Even if it didn’t always hit the nail on the head, both in terms of the details of the government’s work programme and punctuation... it is both fascinating and terrifying what it is capable of”.

A recent survey on Europeans’ attitudes towards technology led by the Center for the Governance of Change at Spain’s IE University in 2023 demonstrate that Europeans trust the EU more than their national governments and corporations. According to this survey, 44% of Europeans trust the European Union more than their own countries or corporations to regulate Artificial Intelligence (AI) while 88% of citizens hope that the EU will play an active role in guiding technological developments12.

In addition, in terms of pure political conditions, republicans conducted their campaign against Biden via an AI-generated attack video. The ad depicts a dystopian vision of the US if Biden is reelected. It also raises worrying questions about the place of deepfakes in political campaigning13. In response to this, the
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U.S. President Joe Biden announced that it is among his strong priorities to reduce the risks that artificial intelligence (AI) poses to consumers, workers, minority groups and national security promoting a new executive order. As he explicitly declared “to realize the promise of AI and avoid the risk, we need to govern this technology. In the wrong hands AI can make it easier for hackers to exploit vulnerabilities in the software that makes our society run.”

However, there are serious legal and ethical concerns which arise by the use of AI in political life. The main question is not whether or not use AI but how and to what extent. How sure and safe can be an algorithm? This paper aims at demonstrating the implementation of AI in politics. At first level, there will be pursued, via a dogmatic methodology, a description of the regulatory framework governing AI, putting special emphasis on its connection with justice and democracy. Following a critical approach, there will be an analysis of principal ethical and legal concerns regarding the necessity and/or efficiency of use of AI in legal area and in political life in general. Issues, such as AI in political elections, protection of fundamental rights and freedoms when decisions are taken either via algorithms or by a learning machine tool, address significant challenges. Finally, the ultimate goal of the paper is to stimulate critical thinking and suggest fruitful proposals for the safeguard of the democracy and the establishment of a safe and powerful digital environment.

2. Seeking a normative status of AI in politics

For the time being, there is not a uniform and binding regulatory framework at the field, something which poses serious concerns regarding the protection of privacy and security as well as of other fundamental rights and freedoms, as K. Kouroupis and I. Serotila thoroughly analyze in their latest book.

On 21 April 2021, the European Commission (“Commission”) adopted a proposal for a "Regulation laying down harmonized rules on Artificial Intelligence" ("AI Regulation"), which sets out how AI systems and their outputs can be introduced to and used in the European Union. The draft AI Regulation is accompanied by a proposal for a new Regulation on Machinery Products, which focuses on the safe integration of the AI system into machinery, as well as a new Coordinated Plan on AI outlining the necessary policy changes and investment at
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Putting people first is of primary interest for the European institutions while designating a trustworthy artificial intelligence. The suggested rules aim to develop an AI which guarantees trust, safety and fundamental rights, while also promoting excellence in innovation. In those terms, such technology which encompasses manipulative, exploitative and social control practices poses serious threats to human dignity, democracy and the rule of law, as it is explicitly mentioned in recital 15 of the draft AI Act. Consequently, AI and politics have a very important common point since they both intend -ideally- to guarantee as well as to promote the respect of the aforementioned values.

According to the official press release published the European Commission regarding the new rules for Artificial Intelligence, there are adopted risk categories based on the intended purpose of the AI system, in line with the existing EU product safety legislation. Those categories are the following: unacceptable, high, limited and minimal risk. The criteria for this classification include the extent of the use of the AI application and its intended purpose, the number of potentially affected persons, the dependency on the outcome and the irreversibility of harms, as well as the extent to which existing Union legislation provides for effective measures to prevent or substantially minimise those risks.

Following the above classification, in accordance with the provisions of the draft AI Act, certain AI systems intended for the administration of justice and democratic processes should be classified as high-risk, considering their potentially significant impact on democracy, rule of law, individual freedoms as well as the right to an effective remedy and to a fair trial. Apparently, AI technology which is used in the political area falls directly into the scope of that category.

In accordance with that sectorial legislation, in order to ensure trust and a consistent and high level of protection of safety and fundamental rights, mandatory requirements for all high-risk AI systems are proposed. Those requirements cover the quality of data sets used; technical documentation and record keeping; transparency and the provision of information to users; human oversight; and
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robustness, accuracy and cybersecurity. In case of a breach, the requirements will allow national authorities to have access to the information needed to investigate whether the use of the AI system complied with the law.

In addition, it is of primary interest to underline that Artificial Intelligence poses new challenges because it enables machines to “learn” and to take and implement decisions without human intervention. Yet, decisions taken by algorithms could result from data that is incomplete and therefore not reliable, they may be tampered with by cyber-attackers, or they may be biased or simply mistaken. On the other hand, AI tools which are used in order to address special messages to people are not reliable and could seriously affect freedom of expression or critical thinking. Thus, the adoption of ethical values which would complete the regulatory framework of AI is of primary interest.

The need for ethics guidelines led to the establishment by the Commission of a high-level expert group on AI representing a wide range of stakeholders. The group is responsible on drafting AI ethics guidelines as well as preparing a set of recommendations for broader AI policy. The AI high-level expert group published a first draft of the ethics guidelines in December 2018. Following a stakeholder consultation and meetings with representatives from Member States, the AI expert group has delivered a revised document to the Commission in March 2019. In their feedback so far, stakeholders overall have welcomed the practical nature of the guidelines and the concrete guidance they offer to developers, suppliers and users of AI on how to ensure trustworthiness.

**Guidelines for trustworthy AI drafted by the AI high-level expert group:** the guidelines postulate that in order to achieve ‘trustworthy AI’, three components are necessary: (1) it should comply with the law, (2) it should fulfil ethical principles and (3) it should be robust. The guidelines identify seven key requirements that AI applications should respect to be considered trustworthy. The seven key requirements are the following:

1. Human agency and oversight
2. Technical robustness and safety
3. Privacy and data governance
4. Transparency
5. Diversity, non-discrimination and fairness
6. Societal and environmental well-being
7. Accountability

### 3. AI and politics: a critical approach

#### 3.1 The institutional approach

The European institutions have already foreseen the huge impact of AI on democratic life as well as the serious concerns that arise. In the framework of an
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open debate between European Parliament and citizens, it has been initially recognized the huge and vague variety of services that can be offered by AI tools. As it is explicitly declared “AI is an opportunity to improve the democratic process in our societies. For example, it can help citizens to gain a better understanding of politics and engage more easily in democratic debate”. The latter statement leads politicians to adopt methods and strategies which encompass the implementation of artificial intelligence in order to achieve a more direct and persuasive contact with people.

In such manner new forms of political campaigns are launched and technology becomes a predominant tool of communication. AI can serve to educate citizens in the principles of democratic life, whether by gaining knowledge about a policy issue or getting familiar with a politician’s stance. For instance, via the use of chatbots or other learning machine tools politicians come closer to the citizens and they can easier respond to their questions or inquiries. Moreover, such communication strategy is more friendly for the youth since young people are quite familiar with technology and social media in the current digital age. Therefore, democratic participation would be achieved and artificial intelligence would act as a powerful motivation for citizens to better express their opinions when addressing governments and politicians.

The above revolutionary dimension of artificial intelligence has also been underlined by the Council of Europe. During an on-line keynote speech at the Council of Europe Conference, of Ministers responsible for Media and Information Society it has announced as a common belief that AI constitutes the major illustrative reference of the digital revolution. Its impact on democratic life is undeniable and multi-dimensional since it can be appeared in various forms, such as in social media, in e-mails, video etc. Moreover, the Parliamentary Assembly of the Council of Europe in October 2020 declared that “Artificial Intelligence has become a determining factor for the future of humanity as it continues to substantially transform individual lives and impact human communities”. Recently, a Round Table on “Artificial intelligence, freedom of expression and disinformation: challenges and risks for democracy” took place after the Standing Committee meeting in Riga, organised by the PACE Interparliamentary Cooperation and Project Support Division in co-operation with the Latvian delegation.
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to PACE\textsuperscript{28}. The major goal was to elaborate a framework Convention on the development, design and application of artificial intelligence which would serve people and democracy. Besides that, it should be noticed the Committee on Artificial Intelligence (CAI) of the Council of Europe which aims at designating and promoting the application of AI based on human rights, the rule of law and democracy\textsuperscript{29}.

### 3.2 Modernizing or weakening democracy?

It has been demonstrated through the above analysis that using artificial intelligence in politics is not a vision but already a reality. Moreover, despite the fact that there has not yet been adopted a solid and homogenous regulatory framework on AI there are significant attempts to establish minimum standards both at legal and ethical level. However, from a critical point of view, there can be mentioned serious risks raised by the invasion of artificial intelligence in politics not only to our privacy but also to the progress of the society. The ultimate concern is the following: is democracy safeguarded or are we moving to a manipulation of people?

At first side, it became clear that one of the most important areas where artificial intelligence is used in politics is in attracting voters with an innovative and modern method. Using videos, showing robots or taking advantage of the current technology has always a great impact on our way of thinking. Political campaigns are done quickly and without cost. Additionally, AI tools do have the possibility to capture the citizens’ queries as well as to predict their needs. That could correspond to new methods to involve people in decision-making\textsuperscript{30}. AI citizens’ assemblies could help people and politicians to navigate through the trade-offs required to tackle the big problems\textsuperscript{31}. These concepts are not entirely strange as it has been already demonstrated through the introduction of the paper.

But this may be a superficial approach to the issue since the invasion of the AI in the function of a democratic society may lead to negative results on evolution and the progress\textsuperscript{32}. The fact that massive amounts of data are processed in order to
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assimilate user trends and behaviors and create a policy is quite dangerous. Predictions correspond to political strength and power for candidates. Algorithms can analyze people's intentions through activity on their profiles, helping election campaigns produce messages that are effective and targeted. New polling tactics are being developed, tailored to optimize ads and find the right audience.

In such manner, political communication is not only seriously damaged but also hacked since it loses its natural, direct and original dimension. Living in a digital era marked by the explosion of digitalization, a political communication of this kind has a tremendous impact on the choices of citizens at the polls, but also on the formation of political perceptions. An illustrative example of the aforementioned statement can be provided by an interesting scientific survey. Researchers at Stanford University wanted to see if AI-generated arguments could change minds on controversial hot-button issues. By using learning machine models they attempted to product persuasive messages on several controversial topics. Thousands of real human beings read those persuasive texts. The readers were randomly assigned texts - sometimes they were written by AI, other times they were claimed by humans. In all cases, participants were asked to declare their positions on the issues before and after reading. The result was tremendous: across all the comparisons conducted, the AI-generated messages were “consistently persuasive to human readers”.

The above conclusion may lead to even more dangerous consequences. Since a generative AI message can adopt a remarkable persuasive nature, not only political communication but also the whole democratic process may lose its originality and roots which are traced into the direct, unobstructed and clear contact among human beings. An AI drafted strategy corresponds to a strong transformation on the policymaking process. Democracy is tampered with false correspondence with the aim of influencing voters, something which seriously damages the democratic engagement.

Additionally, there is another point that should be underlined, that of disinformation and misinformation. It is a common belief that internet may constitute an arena of massive fake news and propaganda. Facts, news, comments and ideological arguments under posts in social media are exploitable elements, which artificial intelligence uses to analyze the emotions of the psychology of the people, but also to actively participate in the public debate, directing and/or shaping public opinion. Furthermore, as it has been explicitly
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33 See further details about the scientific research conducted by researchers at Stanford University on the topic of the intervention of AI in politics in Myers, Andrew, “AI’s Powers of Political Persuasion”, the document is available online at https://hai.stanford.edu/news/ais-powers-political-persuasion, 27 February 2023, accessed on 1st November 2023.

34 According to the latest Eurobarometer on media and news conducted in 2022, over a quarter of respondents (28%) think that they have very often or often been exposed to disinformation and fake news. Citizens trust traditional broadcast and print media, including their online presence, more than online news platforms and social media channels. See the whole findings of the Eurobarometer the document is available online at https://europa.eu/eurobarometer/surveys/detail/2832, accessed on 1st November 2023.
mentioned in the briefing press of the European Parliamentary Research Service “politicians are the main potential target of deepfakes, especially when they do not have the resources to protect their online presence”\(^{35}\). Consequently, generative AI content “can lead to deception on a large scale and damage public trust in democratic institutions”\(^{36}\).

The aforementioned statement may adopt additional aspects. In fact, misinformation derived from the generative AI tools correspond directly to an important threat to democratic trust. Since there is an explosion of disinformation, fake news and inauthentic content, in combination with the low trust in online sources as the recent Eurobarometer survey proved\(^{37}\), people do not know what to believe. Respectively, misinformation may increase. Moreover, democratic representation is equally in threat since a false generative AI content implies a malicious political strategy. In that manner the scenario of the adoption of a legislation, either partially or not, shall not be considered far away from the reality\(^{38}\). It has been also argued that the unconditioned access to undefined personal data by corporate companies especially on social media platforms may be used by law enforcement agencies in the future\(^{39}\).

This futuristic theory would promote AI tools as democratic actors, something which is not only dangerous but also raises another issue: that of accountability. Since a learning machine model may produce decisions that affect people and manipulate public opinion while humans may not be completely aware of its decision-making processes, the question raised is the following: who is responsible for any false act or result\(^{40}\)? This encompasses huge risks to human rights and democratic values\(^{41}\).

\(^{35}\) See Think Tank European Parliament, above.


\(^{37}\) See the latest Eurobarometer on media and news conducted in 2022, as mentioned above.


\(^{40}\) See also a different approach on AI and civil liability in Baris Soyer, Andrew Tettenborn, Artificial intelligence and civil liability—do we need a new regime?, International Journal of Law and Information Technology, Volume 30, Issue 4, Winter 2022, pp. 385-397.

\(^{41}\) Tchillinz. Marwala, Artificial Intelligence in Politics. In: Artificial Intelligence, Game Theory and Mechanism Design in Politics, Palgrave Macmillan, Singapore, 2023, the document is available
4. Conclusions

It has been thoroughly demonstrated through the above analysis that AI plays is about to play a decisive role in the political arena due to its unlimited and tremendous interactive nature. Despite the fact that it may modernize the current political scene or even reform international relations, unknown or unpredictable trends may appear and affect contemporary governance. The crucial issue lays on the following question: how safe can be an algorithm? What kind of justice may be produced by an AI tool?

In few months, on 6-9 June 2024, European elections will take place. Additionally, the 2024 United States presidential election is scheduled for 5th November 2024. It is more than likely that AI will transform those upcoming elections. Consequently, it is of primary interest to safeguard democracy and fundamental values. The lack of a binding regulatory framework governing AI is certainly a major problem. At least, there is a great possibility for draft AI Act to be adopted and come into force during 2024. In the meanwhile, it is our strong belief that the use of AI in politics is inevitable. Moreover, in short future, in accordance with the visions of the European Digital Agenda, AI will have a determinant impact on the quality of our democracy. Hence, any use of such technology, especially in politics, should respect, among others, the principle of transparency. Any AI generative content shall be notified to the people either by the politicians or by its designer. On the other hand, it is an imperative need to reincarnate digital consciousness to citizens. The contribution of any competent authority and/or organization is of primary interest.

In future, politicians may design their strategy via AI tools, communicate with people via generative content or even put at the center of their policy a learning machine model. However, voters will be always human and people will be always the receivers of the political messages. European digital transformation shall have a human-centric approach. This is why we must put people at the center of our digital strategy in order to protect our fundamental rights and freedoms. Only then a trustful and powerful AI will find its proper content, leading to an original modernization of democracy without any depreciation of its quality. Otherwise, we will never achieve a “digital constitutionalism” based on common


44 According to the Professor Celeste Edoardo the concept “digital constitutionalism” corresponds to
values and principles.
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